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Abstract

This work shows a methodology to estimate by maximum likelihood (ML) the parameters of a Burr XII distribution when data
are simultaneously left-truncated and right-censored. Given that ML equations do not have a definitive solution under these
conditions, an iterative procedure based on the Newton-Raphson method is considered; percentile matching is used to set initial
values to the algorithm. Simulation and real data analysis results indicate that the alternative proposed performs well.
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Resumen

Este trabajo muestra una metodologia para estimar por méxima verosimilitud (ML) los pardmetros de una distribucién Burr
XII cuando los datos son simultdneamente truncados por la izquierda y censurados por la derecha. Dado que las ecuaciones
de ML no tienen solucién definitiva en estas condiciones, se considera un procedimiento iterativo basado en el método de
Newton-Raphson. La coincidencia de percentiles se utiliza para establecer valores iniciales en el algoritmo. Los resultados
basados en simulaciones y andlisis de datos reales indican que la alternativa propuesta tiene un buen desempefio.
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1 Introduction

The Burr distribution was formally presented in 1942, as part of a
family of useful distributions for fitting data [1]. Among the initial
list of twelve parametric functions given as solution examples of
the differential equation being analysed, the last one, usually called
the Burr XII or simply the Burr distribution, is the most popular.
Part of the advantages of the three-parameter Burr XII distribution,
sometimes also called Singh-Maddala distribution, arises from the
flexibility that it provides, including that some other practical and
well know distributions such as the Pareto, Weibull, Log-logistic,
and Paralogistic can be obtained as a special case of the Burr XII
model.

There are different applications of the Burr distribution to model
data in a wide range of areas. In actuarial science, it is used to model
the size of insurance claims, especially for heavy-tailed distributions
[2, 3, 4, 5]. In reliability analysis, this distribution is used to model
failure rates of components [6, 7]. In survival analysis, it is used to
model lifetime variables [8, 9]. In economics, it is used to model
income distribution [10]. It has also been used in finance [11] and
engineering [12, 13].

Several authors have used ML to estimate the Burr Type XII distri-
bution parameters under different scenarios of incomplete censored
data. Among those, we can mention type II censored data [14], pro-
gressively censored data [14], multiple-censored and singly-censored
data (Type I censoring or Type II censoring) [15], random censored
data [16] and middle-censored data [17]. Similarly to data modifica-
tions by censoring, but to a lesser extent, other authors have analyzed
the Burr XII distribution under truncated data conditions [18, 19].
Some authors have also studied parameter estimation under data of
various lifetime distributions with some censoring and truncation
simultaneously [20, 21, 22, 23].

In addition to estimation developments under data modifications,
research has also focused on extended models of the three-parameter
Burr XII distribution, including its properties and related appli-
cations. Some of these extensions can be obtained by adding pa-
rameters; included are a four-parameter model called the Weibull
Burr XII distribution [24], a five-parameter distribution called the
Kumaraswamy Burr XII distribution [25], a six-parameter gener-
alized Burr XII distribution [26] and even a seven-parameter Burr
distribution [27]. Additional extended models can also be obtained
using other mathematical techniques [28, 29, 30, 31] or definitions of
the density function [32].

This paper focuses on estimating the three-parameter Burr XII dis-
tribution parameters via MLE when data are simultaneously left-
truncated and right-censored. Section 2 describes some properties of
the Burr distribution and introduces the definition of left-truncated
and right-censored data. Section 3 presents the ML function for the
Burr distribution with truncated and censored data. In Section 4,
the MLE equations are solved, and the observed Fisher information
matrix is obtained. Section 5 describes how to estimate confidence
intervals for the parameters. A simulation study is implemented
in section 6. Applications to real data are presented in Section 7.
The paper ends with a short discussion and suggestions for further
research in Section 8.

2 Background

This section describes the Burr XII distribution and its properties
and reviews the definitions of truncated and censored data.

2.1 Burr XII Distribution

The parametrization for the Burr XII distribution follows [3] and
corresponds to the way it is usually presented in the actuarial
literature, where it has gained significant attention in the last two
decades. A random variable X is said to have a three-parameter

= (a,y, 0) Burr XII distribution, or simply a Burr XII distribution,
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if its density and distribution functions are given by

f(x;0) = 7, and 1
x\'T*
F(x;©)=1- [1 + (5) ] , with x,0,y, and a > 0, respectively,
@
where a and y are shape parameters and 0 is a scale parameter.

In order to illustrate its flexibility, some forms of the density and
distribution functions are shown in Figure 1.

Figure 1: Densities and distributions functions of Burr XII ditri-
butions with parametersa = 0.5,60 = 1and y = (0.9,1.5,2,4),
respectively.

Given a random sample, x1, ..., X;, of a Burr XII distribution, the
log-likelihood function can be written as

1©) —nlna+nlny+(y—1)21nx, —nyn0 - (a+1)Zln[1 +(:/0)]

i=1 i=1

®)

Taking the derivative of /(®) in (3) with respect to the parameters «a,
0 and y and setting them equal to zero we have

d n -
@)=~ - ;ln[l +(x;/0)] =
L _on
4T T I+ /0y
3 yxye (+1)
%l(®) = + (a l)z 1+(x /e)y =0,

2 (xi/0)” In(x;/0)
51(@) +Zlnxl—nln6 (a+1)Z oo =

There is not an explicit solution for 6 and y above, and therefore
some numerical method such as Newton-Raphson needs to be used.
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2.2 Left Truncated and Right Censored Data

In practice situations it is usual that complete information is not
available and the researcher is only disposed incomplete data. In
survival and reliability studies the interest is on the non-negative
random variable representing the time until the occurrence of an
event, usually the time of death or failure of a component. A
common example of incomplete information is when the failure time
data includes information from individuals who did not fail in the
observation period or were only observed up until certain point of
time; this information is said to be right censored and it is incomplete
since the survival time goes beyond the observed point, but the exact
time of failure is not known.

A second source for incomplete information arises when only indi-
viduals who experience some event are observed; that is, individuals
are followed in the study only if they fulfill a required condition
which screens them in order to be included in the analysis. This
produces a biased sample, and those who are observed are said
to be left truncated. It is usual to have left truncated data when
individuals have a delayed entry or when they do not survive until
the beginning of the observation period.

In insurance, the main variables of interest are the number of claims
and the size or value of those claims. Left truncation occurs if the
insurer pays only when the value of the claim is more than an agreed
amount d, called the deductible. Right censoring arises with a policy
limit u, where even if the loss exceeds the pre-established amount u,
benefits are paid only up to u.

In survival analysis, as well as in insurance, it is very common to have
data that is left truncated and right censored (LTRC) simultaneously.
An observation is right censored (or censored from above) at u if when
it is at or above u it is recorded as being equal to u, but when it is
below u it is recorded at its observed value. On the other hand, an
observation is left truncated (or truncated from below) at d if when it
is at or below d it is not recorded, but when it is above d it is recorded
at its observed value [3].

3 Log-Likelihood Function for the Burr XII Distribution
with LTRC Data

Itis well known that under complete individual data, the contribution
to the likelihood function from an individual with exact observed
lifetime of x; is the corresponding density function, notated by f(x;; ©)
where © = (01,02, ..., 0y) is the parameter vector of the distribution.
However, when dealing with incomplete data, the construction of
the likelihood function needs to be carefully considered in order
to account properly for the information given in each sampled
observation. If the observation comes from a population with left
truncation at d, then it should be noted that it was observed given

that its value exceeded d, and therefore the (conditional) contribution

to the likelihood function from a left truncated observation is lf (FE " é)

For a right censored observation at u, all we know is that its value
exceeded u, thus the contribution to the likelihood function from a
right censored observation is simply (1 — F(u; ©)), that corresponds
to the probability of exceeding 1. Consider a sample of n + m data
left truncated at d, where m of them are also right censored at u. The
likelihood function, for a data set with these characteristics, is given
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by
L(®) = H f(x;,©) = H AGz0)x [] A0
i=n+1
77 S@®) T 1-Fwe) _ [1-Fwe)l" 17 .. .
H 1-Fd0) " L1-Fd;©) ~ [1-Fde" Qf (xi; ©),
with

PX=xnNX>d0)  f(x,0)
PX>d,0)  1-Fd;6)
®)

fi(;0) = P(X = x|X > d;0) =

and
PX>unX>d;®) 1-Fu;0)
P(x > d;0) " 1-F(d;0)
(6)

f(x;0) = P(X > ulX > d;0) =

Taking logarithms in (4) we obtain the log-likelihood function as
follows

[(©) =InL(®) = mIn[1 - F(u; ©)] = (m + n) In[1 - F(d;®)] + Z In f(x;; ©)
i=1
@
From (1)
Inf(x;@)=Ina+Iny+ylnx—-yIn0 —Inx - (a + 1)ln(1 + %)y

4
:lna+lny+(y—1)lnx—yln6—(a+1)ln(l+g) .

8)
From (2)
1-F(u;0) = [1 + (%)y]_a,
In[1 - F(1;0)] = —aln [1 + (g)] and ©)
In[1-F(;0)] = -aln [1 + (g)l’] . (10)

Replacing (8), (9) and (10) in (7) we obtain the log-likelihood function
for the Burr XII distribution with censored and truncated data. This
is given by

1©) = —maln[1+ w/0)]1+(n+m)aln[l+ (d/0)' ] +nlna+nlny

(1n

+ (y—l)Zlnx,— —nyln@—(a+1)21n[(1 +(x:/0)]

i=1 i=1

n
=-aSy+aSz+nlna+nlny +(y - 1)Zlnxi —nylnf—(a+1)S;,
i=1
with
n
S1= ) In[1+(x;/0)],
i=1
S, = mlIn[1 + (u/0)"], and
Sz = (n+m)In[1 + (d/6)"].

Notation Sy, 5;, S3 is given in [15].
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4 Parameter Estimation of the Burr XII Distribution with
LTRC Data

Taking the derivative in Equation (11) with respect to , and setting
it equal to zero we have

4= n
B S1+S, —S3 ’

Defining

g O _ NymOt a8 mpw o 0D
0= %0 ~ 1+ (xi/0) 20796 T 1+ /ey ’

g, 9% __(ampydo 951 Z (1/6) In(x;/6)
30~ 20 ~ 1+d/oy ’ S1y = LT+ (/6

g _ %2 _ m(u/6) In(u/6) 5 aé _(n+m)(d/6)” In(d/6)
2T oy T 1+ /ey = 9y 1+ (d/0) ’

the likelihood equations for 0 and y are

0 . N n N
£1(0,) = 551(0) = =620 + S50 — & — @+ 1)S19 = 0
d n -
22(0,7) = Wl(@) = —4Sy, + 453, + o Z Inx; —nln 6 — (& +1)Sy, = 0.

i=1

The equations for 0 and y can be written in matrix notation as

oon- 53]

The MLE of 0 and y are the values  and 7 that simultaneously solve
this non-linear equation system. An option in this scenario is to
use the iterative Newton-Raphson method [33]. According to this
approach, the iteration (k + 1) to solve the system is

ék”) ( ) G'(6 1G(6 12
(?m % Ok, P6)~ G(Ok, Vi), (12)
981 981
. ’ _| d6 Iy |_ (g1 82
with G"(0k, yx) = 8& 8& _(g21 gzz)'
a0 Iy

Equation (12) can be simplified as

82Ok, 71)812(6k, Pi)
81206, 70821 Or, 710)”
810k, P)821 Ok, D)
81206, 70821 Or, 710)”

A 816k 7K)822(0k, Vi) —
Oks1 = Ok — —— ——
81100k, P1)822(0k, 1) —
o 820k, V8110, Vi) —
Vil = Vi~ A A -
8110k, P1)822(0k, 1) —

where dg, 0o, and 7 are values for the starting points. A good choice
of these is important to improve convergence. Generally the method
of moments (MM) or percentile matching method (PM) are used
to set the initial values. From a computational point of view, it is
preferable the second option [3] since the MM also requires to solve
a system of equations using numerical methods. The PM consist
of replacing theoretical percentiles with empirical percentiles of the
random sample. In the case of a Burr XII distribution the quantile
function is defined as

= 0l(1—p) " -1,

Fl(p) 0<p<l1.

For example, let us assume that p1, p» and p3 are estimations of
percentiles p; = 25th, p, = 50th and p3 = 75th, respectively. It can
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be shown that &y, Y9 and 6, are obtained by solving the following
equations

1-py)~Va- 1}
1-pp) 1] In(p1/p2) _
1-pp)~ e 1} In(p2/p3)
1-p3)~ta-1

A-p1) 1/&0—1}
|

In(p1/p2)

p1

[(A=p1)~ 1ag — 1470 "

In

In

[t
[

and

)
S
Il

0o =

5 Covariance Matrix and Confidence Intervals

ML estimators are asymptotically normal estimators with variance
and covariance given by the inverse of the Fisher information matrix
I(©). When certain regularity conditions are met I(®) can be approx-
imated by the observed Fisher information matrix [34], notated I ®)
and given by

21O PO  I*E)
2 a2 dadl dady
I(@) __|Pe  Pue)  Pue)
200 062 ddy
21O PO  PUE)
dyda dydo da? )@=

From Equations (5) and (6) it can be seen that for a fixed truncation
point d and a censoring point u the contribution of LTRC to the log-
likelihood function preserve the functional form of the log-likelihood
function of a Burr XII distribution with complete data; therefore, the
existence of the Fisher information matrix for LTRC data is guaranted.
To verify the later we refer the reader to papers such as [35] and [36].
The approximate covariance matrix can be estimated as

A’Var(d) aw(a, 6) Cov(a, )
I'Y(®) = | Cov(6, &) Var(e) cOv(e Wl
Cov(p,8) Cou(p,0)  Var(p)
where
Var(@) = (bc — £2)/(cd® — 2edf +af? + be? — abc),
?ar(@) = (ac — &) /(cd? - 2edf + af2 + be? — abc),
Var() = (ab — d*)/(cd® — 2ed f + af? + be* — abc),

with (see appendix)

3*1(©) e  O)
T T T T T g
1(©) 321(©) 1(©)
T 9000’ "~ dady’’ ~  d6dy”’

all of these evaluated at the estimated parameters &, O and 7. Based
on asymptotic normality of ML estimators, confidence intervals of
100(1 - p)% for a, O y are defined as

j=3
H-
Nm

>
I+
Nm

;? ar()/

where z,_ is a quantile of a standard normal distribution.
2
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6 Simulation Study

Initially, in Section 6.1, we graphically establish the goodness of fit
of the proposed methodology. Subsequently, in Sections 6.2 and 6.3,
a more intensive computational study is carried out to study empiri-
cally the convergence of the estimators. The R code used in the simula-
tions is given in Section 9 and is also available at the web page https://
sites.google.com/a/unal.edu.co/ramon-giraldo-webpage/r-code (see
RCodeBurrXII.R).

6.1 Goodness of fit test for the Burr XII (0 =2,y = 3,0 = 4)
distribution

Using the R library actuar [37] 1000 data from a Burr XII distribution
(@ =2,y =3,0 = 4) are simulated (histogram in Figure 2). A large
data set is used to have a good approximation to the population
distribution. The data generated are posteriorly left truncated at d =
1.51 and right censored at u = 5.17 (dashed vertical lines in Figure
2) obtaining 796 observations in the interval (d,u]. Using these
partition of the data and the iterative procedure described in Section
4, the MLE are obtained. The 25th, 50th, and 75th percentiles of the

Burr Xl Distribution (a =2y=30=4)

Density
000 005 010 015 020 025 030

Simulated data

Figure 2: Histogram density estimation of 1000 simulated data from
a Burr XII distribution with a = 2, y = 3, and 6 = 4. Data are left
truncated and right censored at 1.51 and 5.17, respectively (vertical
dashed lines), The black line corresponds to the Burr XII density, and
the dashed curve (between 1.51 and 5.17) to the estimation of a Burr
XII left truncated and right censored.

generated data are 2.29, 2.98, and 3.76, respectively. The starting
points are calculated using these values and the PM method (see
Section 4). These are &p=2.20, 79=3.71, and 0y=3.89, respectively.
The final estimates are @=1.93, $=2.98, and 0=3.93. The estimated
density function (dashed curve in the interval [1.51, 5.17] in Figure
2) is very close to the reference density (continuous line in Figure
2) and consequently suggests that the approach implemented is
satisfactory.

6.2 Distribution of the estimators

10000 simulations size n = 1000 of a Burr XII distribution (¢ =2,y =
3,0 = 4) were run. Each random sample simulated is trimmed at
d=1.51 and u=5.17. At each iteration the Newton-Raphson algorithm
is carried out (based on 100 iterations) and the parameters are
estimated. If the starting points are not properly defined the method
fails. Approximately 70% of the runs allow obtaining the estimates
of the parameters. Kernel density estimations obtained for &,
and 0 are shown in Figures 3, 4, and 5. These plots suggest that is
reasonable assuming asymptotic normality for the distributions of 7
and 0. The distribution of & is slightly biased. A large sample size n
could be required in this case.

The means of the corresponding estimations (vertical dashed lines)
are 1.98, 2.98, and 3.93. These values are very similar to the pa-
rameters. The curves in Figures 3 to 5, indicate that in general the
methodology used presents a good performance.

© UPTC - Revista Ciencia en Desarrollo Vol. 15 Num. 2.

@ Distribution

Density
06

0.4
I

0.2
I

0.0
I

Figure 3: Kernel density estimation of the & distribution. Values
obtained from 10000 size n = 1000 Monte Carlo simulations of X ~
Burr XII (a = 2,y = 3and 6 = 4). Dashed vertical line allows identify
the parameter a.

{ Distribution

Density
1.0 15 2.0

05

0.0

Figure 4: Kernel density estimation of the y distribution. Values
obtained from 10000 Monte Carlo simulations of X ~ Burr XII (a = 2,
y =3 and 0 = 4). Dashed line allows identify the parameter y.

8 Distribution

Density
06 08
I I

0.4
I

0.2
I

Figure 5: Kernel density estimation of the 6 distribution. Values
obtained from 10000 size n = 1000 Monte Carlo simulations from
X ~Burr XII (¢ = 2, y = 3 and 6 = 4). Dashed line allows identify
the parameter 0.

6.3 Comparison of results varying n and 0

A computationally intensive simulation procedure was conducted.
10000 simulations size n = 50, 100,200, 500, and1000 of Burr XII dis-
tributions were generated. At each case following the methodology
proposed were estimated the parameters (a, 6,y). Three levels of
censure and truncation (5%, 10%, 20%) are considered. Summary
statistics (mean, median, coefficient of variation, relative bias, root
mean square error) were calculated based on the estimations. As in
Section 6.2 the final number of estimations depends on the conver-
gence rate of the method which is around 70%. The results are shown
in Tables 1 and 2. Various points can be highlighted from these
Tables. In general, the greater the number of censored and truncated
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observations the greater the relative bias and the root mean square
error. There are differences between means and medians which indi-
cate the presence of some atypical estimated values. As expected,
according with the root mean square errors (RMS), the more data
for model fitting the better the estimations, i.e., the estimators are
asymptotically unbiased.

7 Applications

We now consider two examples with real data. Although both data
sets have been used to fit a Burr XII distribution, they are modified
to adjust them to left truncation and right censoring conditions. An
R [38] code is used to compute ML estimations with LTRC data. The
code allows solving the adjusted ML equations (given in section
3) using the Newton-Raphson algorithm. The starting points are
obtained from the PM with the 25th, 50th, and 75th percentiles.
95% confidence intervals for the parameters are obtained. Plots
comparing empirical and fitted distributions are presented. A KS
test, adjusted to incomplete data, is used to assess the goodness of
fit.

7.1 Breast Cancer Data

The information corresponds to breast cancer survival data of 935
patients [39]. The study was carried out between 2009 and 2013.
705 people were still alive at the end of 2013 (data are censored at
u = 1826). The frequency histogram is shown in Figure 6. A log
transformation of frequencies is used to reduce the scale. We observe
a high frequency on the right of the distribution which is due to the
censored information. The data set is artificially trimmed in order
to left truncate it by considering a truncation point at 4 = 30 days.
Thus, a new data set is obtained by eliminating the 9 points that are
below 30 from the adjusted set, resulting in 221 patients with exact
observed times and 705 with censored information. Here we take
into account censored and truncated data to estimate the parameters.

log (Frequency)

N Wﬂﬁ

T 1
o 500 1000 1500

Survival (days)

Figure 6: Frequency histogram of breast cancer survival data. A
log transformation of frequencies is used to reduce the scale. High
frequency at the end of the distribution is due to censored data.
Data are left truncated at d = 30 (dashed line) and right censored at
u = 1826 (last interval).

From available information, initial estimates (&9 = 0.26, Yo = 2.84,
and @y = 201.51) of the parameters were obtained by using the
PM. The final estimates after using the methodology proposed are
& =0.08,7 =157, 0 =182.96.

A comparison between the empirical and estimated distribution
functions is shown in Figure 7. The estimated distribution is obtained
from a simulation size 10000 of a Burr XII (& = 0.077,7 = 1.566, 6=
182.96) model. We can observe graphically that the model fitted
seems appropriate. The p-value of a KS goodness of fit test conducted
to compare the distributions in Figure 7 is 0.83. According to this
value there is not statistical evidence to reject the hypothesis that
breast cancer survival data can be fitted with the Burr XII distribution
estimated. 95% confidence intervals for «,y,and 6 were obtained.
These are respectively [0.072, 0.079], [1.413, 1.719], and [140.301,

© UPTC - Revista Ciencia en Desarrollo Vol. 15 Num. 2.

A ———  Empirical

Estimated

Distribution Function

T
0 500 1000 1500

Survival (days)

Figure 7: Distribution functions (empirical and estimated) for sur-
vival data (breast cancer data)

225.629].

7.2 Bladder Cancer Data

The data correspond to remission times from patients with bladder
cancer as described in [40]. A subset of this data was used in [41] to fit
alog-logistic distribution (a particular case of a Burr XII distribution).
The frequency histogram is shown in Figure 8. This data set is
truncated from below at d = 2 (dashed line in Figure 8) and censored
from above at # = 30. The ML estimates for the parameters of the

10

Frequency

Remission time

Figure 8: Frequency histogram of bladder cancer remission times.
Data are left truncated at d = 2 (dashed line) and right censored at
u = 30 (last interval).

Burr XII model are & = 2.33, 7 = 1.23 and 6=1250. A comparison
between the empirical distribution function (generated from the data
recorded) and the theoretical distribution function (obtained from
10000 simulated data of a Burr XIT model (&, 7, 0)) is presented in
Figure 9. This graph validates from a descriptive point of view the
methodology used.

= ———  empirical

Estimated

Distribution Function F(y)

Remission Time

Figure 9: Distribution functions (empirical and esti-
mated) for remission times (bladder cancer data)
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Table 1: The parameters are a = 2, 0 = 4, and y = 3. n: sample size. %: Percentage of censure and truncation. For example 5% means 2.5% of
censure and 2.5% of truncation. (&, 0, 7) and (&, 0, ) are the means and medians of the estimations, respectively. CV: Coefficient of variation
of the estimations. RB: Relative bias %. RMS: Root mean square error.

n % @& & CV RB RMS|6 6 CV RB RMS|jy § CV RB RMS
5 19 13 10 5 19 |37 34 04 9 15 |45 36 11 49 53
50 10 17 12 10 -13 17 |35 32 04 12 15 |47 38 10 57 49
20 18 10 14 9 25 |34 31 05 14 18 |62 40 13 105 80
5 21 17 07 5 14 |40 37 03 17 11 |31 31 02 10 06
100 10 23 1.6 09 13 21 |40 36 04 16 15 |37 32 02 14 08
20 25 14 13 21 33 |41 34 05 -1 12 |61 36 04 25 16

5 28 19 05 8 11 41 39 02 12 09 31 30 01 4 04

200 10 3.0 18 07 14 1.6 41 38 03 12 1.2 33 31 02 6 05
20 27 17 12 37 32 43 37 04 2 19 47 33 02 11 08

5 21 20 03 6 07 41 40 01 3 06 30 30 01 1 03

500 10 22 20 04 9 09 41 40 02 6 08 31 30 01 1 03
20 27 19 09 33 24 44 39 04 4 16 33 30 02 3 05

5 21 20 02 3 04 41 40 01 1 04 30 30 01 0 02

1000 10 21 20 03 5 06 41 40 01 2 05 30 30 01 0 02
20 22 20 05 16 1.2 42 40 02 4 1.0 33 3.0 01 1 04

Table 2: The parameters are (@ = 2, 6 = 4000, y = 3). n: sample size. %: Percentage of censure and truncation. For example % = 5% means
2.5% of censure and 2.5% of truncation. (a, 0, 7) and (&, 6, 7) are the means and medians of the estimations, respectively. CV: Coefficient of
variation of the estimations. RB: Relative bias %. RMS: Root mean square error. For simplicity in the presentation RMS values corresponding
to the estimation of 0 are divided by 1000 and rounded to one decimal.

n % @& @& CV RB RMS |0 0 CV RB RMS |7 7 CV RB RMS
5 22 17 08 25 20 | 3046 2439 07 -24 24 |19 18 02 25 06
50 10 22 15 10 -28 23 [2911 2162 08 -27 26 |20 19 03 34 07
20 21 12 12 -30 27 | 2000 1934 09 -30 28 |22 20 04 49 12
5 29 22 08 -3 23 |3808 2956 07 5 27 |17 17 02 12 03
100 10 29 19 10 -5 28 |379% 2678 09 6 33 |18 17 02 17 04
20 30 16 13 -1 38 [3992 2321 11 3 43 |19 18 03 24 06
5 31 25 06 4 20 |4119 3390 06 3 23 |16 16 01 6 02
200 10 32 23 08 5 26 |4155 3168 07 4 30 |16 16 01 8 03
20 36 21 12 19 43 | 4626 2855 11 16 49 |17 16 02 13 04
5 32 29 04 7 12 | 42609 3819 04 7 17 |15 15 01 1 01
500 10 32 28 06 12 40 |4440 3723 05 11 24 |15 15 01 2 02
20 40 26 11 34 44 |5173 355 09 29 50 |16 15 01 4 02
5 32 30 03 6 09 |4202 3973 03 5 11 |15 15 01 0 0.1
1000 10 33 29 04 9 13 4340 3913 04 8 16 |15 15 01 0 01
20 39 29 08 29 32 |5052 3840 07 26 37 |15 15 01 1 02
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A KS test was conducted to formally compare these cumulative
distributions. The p-value obtained (0.997) corroborate the graph-
ical results described. 95% confidence intervals for «,y,and 0 are
respectively, [1.95, 2.72], [0.90, 1.57], [8.86, 16.15].

8 Conclusion

The Burr XII distribution is useful to model data in several areas,
including applications in survival analysis, actuarial science, and
reliability theory. Its flexibility and closed form, among other statisti-
cal properties, are some advantages when it is compared with other
distributions. In many real situations it can be required to work with
left truncated and right censored data. In this work we propose a
methodology to estimate the parameters of the Burr XII distribution
in this context. We use numerical methods to estimate the parame-
ters by ML. We also give an approach to estimate the variances and
covariances matrix and therefore to calculate confidence intervals. In
order to illustrate the methodology, a simulation study and two real
data analysis are carried out. In both scenarios, the results indicate
that the methodology proposed has a good performance. This work
can be extended to include other types of data modifications that
also arise in practice; in addition it can be applied to other family of
distributions where LTRC data are naturally found.

9 Appendix. R code

# Data simulation

library(actuar)

nm=3000

alpha=2

thet=4

gamm=3

d=gburr(0.10, shapel=alpha, shape2=gamm, scale=thet)
u=gburr(0.90, shapel=alpha, shape2=gamm, scale=thet)
x1=sort (rburr (nm, shapel=alpha, shape2=gamm, scale=thet))

# Limit

x2=rep(u,nm); x3=rep(l,nm)

for(i in 1:mm){ if (x1[il<u) {(x2[i]=x1[i])&(x3[i]=0)} }
m=sum(x3); mp=m; x4=rep(0,nm-m)

for(i in 1:(m-m)){ if (x1[il<u) {x4[i]=x1[i]} }

# Deductible

x4=sort(x4,decreasing=T); l=length(x4); x5=rep(0,1)
for(i in 1:1){ if (x4[il>d) {x5[i]=1} }

o=sum(x5); x=rep(0,0)

for(i in 1:0){ if (x4[il>d) {x[il=x4[i]l} }

# Starting points

ql=qburr(0.25,shapel=2,shape2=3,scale=4)
q2=qburr(0.50, shapel=2,shape2=3,scale=4)
q3=qburr(0.75,shapel=2,shape2=3,scale=4)
pl=quantile(x,0.25,names=FALSE)
p2=quantile(x,0.50,names=FALSE)
p3=quantile(x,0.75,names=FALSE)

ql; q2; q3; pl; p2; p3

a0=2.2015

g0=log( (.75*(-1/a®)-1)/(.5*(-1/a0)-1) )/log(p1l/p2)
t0=p1*(.75*(-1/a0)-1)A(-1/g®)

# Maximum likelihood of a Triparametric BURR XII
distribution
n=length(x)

itera=50
theta=rep(t0®,itera)
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gamma=rep(g0,itera)
for(i in 1:(itera-1))
{

t=thetal[i]; g=gamma[i]

sl=sum( log(1l+(x/t)*g) )

s2=m*log(1+(u/t)Ag)

s3=(n+m)*log(1+(d/t)*g)

slt=-sum( g*(xA@)*(t*(-g-1))/(1+(x/1)*g) )

s2t=-m*g* (urg) *(t* (-g-1))/(1+(u/t)*g)

s3t=-(n+m) *g*(d*g) * (t*(-g-1))/(1+(d/t)*Q)

slg=sum( (x/t)*g*log(x/t)/(1+(x/1)*g) )

s2g=m*(u/t)Ag*log(u/t)/(1+(u/t)*g)

s3g=(n+m)*(d/t)*g*log(d/t)/(1+(d/t)*g)

sltt=sum( (g*(g+1)*xAg*tr(-g-2)*(1+(x/t)*g)
-(g*FxAg*FtA(-g-1))12) /(1+(x/T)*g)A2 )

s2tt=m*( g*(g+1)*urg*tr(-g-2)*(1+(u/t)*9)
-(gFurg*tr(-g-1))42 )/ (1+(u/t)rg) A2

s3tt=(n+m)*( g*(g+1)*dAg*tr(-g-2)*(1+(d/t)*g)
-(g*drg*Ftr(-g-1))42 )/ (1+(d/t)*g)*2

sltg=-(1/t)*sum( ((x/D)*g+g* (x/t)*g*log(x/1t))* (1+(x/t)*g)
-g*(x/t)A(2%g) *log (x/1)) / (1+(x/1)Ag)*2 )

s2tg=-(m/t)*( ((u/t)*g+g*(u/t)*g*log(u/t))*(1+(u/t)*g)
-g*¥(u/t)*(2*g)*log(u/t) )/ (1+(u/t)*g)*2

s3tg=-((n+m) /) *( ((d/t)*g+g*(d/t)*g*log(d/t))*(1+(d/t)*g)
-g*(d/t)*(2*g)*log(d/t) )/(1+(d/t)*g)*2

slgg=sum(((x/t)*g*log(x/t)*2*(1+(x/t)*g)
-((x/)*g*log(x/1))*2) /(1+(x/t)*g)A2 )

s2gg=m*( (u/t)*g*log(u/t)*2*(1+(u/t)*g)
-(Qu/t)*g*log(u/t))A2 )/ (1+(u/t)*g)*2

s3gg=(n+m)*( (d/t)*g*log(d/t)*2*(1+(d/t)*9)
-((d/t)*g*log(d/t))A2 )/ (1+(d/t)Ag) 2

gl=-n*s2t/(sl+s2-s3)+n*s3t/(sl+s2-s3)-n*g/t-(n/(sl+s2-s3)+1)*slt
g2=-n*s2g/(sl+s2-s3)+n*s3g/(sl+s2-s3)+n/g+sum(log (x))
-n*log(t)-(n/(sl+s2-s3)+1)*slg
gll=-n*(s2tt*(sl+s2-s3)-s2t*(slt+s2t-s3t))/(sl+s2-s3)42
+n*(s3tt*(sl1+s2-s3)-s3t*(slt+s2t-s3t))/(sl+s2-s3)"2
+n*g/tr2-n*(sltt*(sl+s2-s3)
-slt*(slt+s2t-s3t))/(sl+s2-s3)*2-sltt
gl2=-n*(s2tg*(sl+s2-s3)-s2t*(slg+s2g-s39))/(sl+s2-s3)*2
+n*(s3tg*(sl+s2-s3)-s3t*(slg+s2g-s3g9))/(sl+s2-s3)*2-n/t-n
*(sltg*(sl+s2-s3)-slt*(slg+s2g-s39))/(sl+s2-s3)*2-sltg
g21=-n*(s2tg*(sl+s2-s3)-s2g*(slt+s2t-s3t))/(sl+s2-s3)42
+n*(s3tg*(sl+s2-s3)-s3g*(slt+s2t-s3t))/(sl+s2-s3) 42
-n/t-n*(sltg*(sl+s2-s3)-slg*(slt+s2t-s3t))/(sl+s2-s3)A2-sltg
g22=-n*(s2gg*(sl+s2-s3)-s2g*(slg+s2g-s3g))/(sl+s2-s3) A2
+n*(s3gg* (s1+s2-s3)-s3g*(s1g+s2g-s39))/(s1+s2-53)A2-n/gA2
-n*(slgg*(sl+s2-s3)-slg*(slg+s2g-s3g))/(sl+s2-s3)*2-slgg
theta[i+1]=t-(gl*g22-g2*gl2)/(gll*g22-gl2*g21);gamma[i+1]=
g9-(92*gll-gl*g21)/(gll*g22-g12*g21)}

thetaest=theta[itera]
gammaest=gamma[itera]
alphaest=n/(sum(log(1l+(x/thetaest)Agammaest))
+m*1log(1+(u/thetaest) Agammaest)
-(n+m)*log(1+(d/thetaest) Agammaest))

# Variances and confidence intervals

a=-n/alphaest
b=-alphaest*s2tt+alphaest*s3tt+n*gammaest/(thetaest*2)
-(alphaest+1)*sltt
c=-alphaest*s2gg+alphaest*s3gg-n/(gammaest*2) - (alphaest+1)*slgg
d=-s2t+s3t-slt
e=-s2g+s3g-slg
f=-alphaest*s2tg+alphaest®*s3tg-n/thetaest-(alphaest+1)*sltg
varalpha=-(£f42-b*c)/(c*dr2-2%e*d*f+a*fr2+b*er2-a*b*c)
vartheta=-(e*2-a*c)/(c*dr2-2%e*d*f+a*fAr2+b*er2-a*b*c)
vargamma=- (d*2-a*b) /(c*dAr2-2*e*d*f+a*fA2+b*eAr2-a*b*c)
z=qnorm(0.975,0,1)
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ICa=c(alphaest-z*sqrt(varalpha),alphaest+z*sqrt(varalpha))
ICt=c(thetaest-z*sqrt(vartheta),thetaest+z*sqrt(vartheta))
ICg=c(gammaest-z*sqrt(vargamma) ,gammaest+z*sqrt(vargamma))

ICa
ICt
ICg
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